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Econometrica, Vol, 34, No. 2 (April, 1966)

SIMULTANEOUS TESTS FOR TREND AND SERIAL CORRELATIONS
FOR GAUSSIAN MARKOVY RESIDUALS

By P. R. KRISHNAIAN aAND V., K. MurTHY!

In this par ~ exact tests are proposed for testing the trend in the presence of auto-
correlationa.  lso for testing the trend and autocorrelation simultancously in a first
order Markov process, Also, the simultancous confidence intervals associated with
these tests are derived. These results are extended to a higher order Markov provess.

SUMMARY

By EX1ENDING a result of Ogawara [9], the problem of estimating the trend
parameters when the residuals are serially correlated according to an Ath order
stationary Gaussian Markov process is reduced to the classical case where the
residuals are uncorreiated and hence independent in view of normality. In this
paper the problems of testing for the trend and other simultaneous hypotheses on
the parameters are considered when the residuals are respectively a first and a
general Ath order Markov process of normal variates. Exact tests arc obtained for
testing the trend in the presence of autecorrelation and also for testing the trend
and autocorrelation simultancously in a first order Markov process. The simulta-
neous confidence bounds associated with these tests are also derived. These results
are extended to Ath order Markov process. For a general stationary Markov
process, exact tests are proposed for testing the hiypotheses of (i) no trend in the
presence of serial correlations, (i) independence among errors, and (iii) independ-
ence and no trend among errors. The critical values associated with these tests can
be obtained by using the tables of the muitivariate F distribution.

I. INTRODUCTION AND PRELIMINARY LEMMAS
Let n be a discrete time parameter. Let {X,} be a discrete stochastic process of
normal variates and suppose
(N3] Xy=pte,,
where g, is a non-random function of the parameter » and {¢,} is a Gaussian
stationary Markov process of order A with zero mean value. Equation (1.1) is

called a model for fitting trend if g, is 2 function of the discrete time parameter #
only. On the other hand (1.1) is called a multiple regression model if

(1.2) Ha =+ B & atPabant oo +Bplpns

where the £'s are fixed variables, generally referred to as independent variables. The

following two lemmas which we need in our further work are direct extensions to
1 The authors are grateful to the referec and Professor M. M. Rao for their valuable suggestions.
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MARKOV RESIDUALS 473

the case of a general g, of the corresponding lenunas given by Ogawara [9). The
proofs arc omitted as they are essentially contained in reference [9).

LeMMA 1 For {X,} given by (1.1), let

Ee,) =0,
(1.3) Var(e,) =¢?,

CoV(tm b p) =0’p* . p<l.
The &,'s. stationary, Gaussian, and satistying (1.3), are called a Gaussian stationary
Markov process of order one. Then the conditional randoin variables {X, /X, 4.
X+t K=1.2..... m are independently normally distributed random viriables
with conditional expectation and variance given by

(l.4) Ec(X2K)=I"2K-b"2K_l ;”ZK-FI + bXZK-l;’\IK' i ,

and
(1.5 Var(X,;p) =03,

where

(1.6) b=_32"_,

(n  oi=2U-p),
1+p?

LeMMA 2: For {X,} given by (L.1), let {e,} be a stationary Gaussian Markov
process of order A, i.c., the autocorrelation function p x satisfies the finite ditference
equation

(1.8) px+a|px..‘+ ...+axpx..,,=0, K= 1,2,...; a,,#O
and the a's are such that the roots of the ecquation
19  +a 2. 44,y 24a,=0

all lie within the unit circle. Then the conditional random variables {Xx+y)/
Xkt ty-p Xxns ep =12, .., B}, K=1,2,.., m, arcindependently normal-
ly distributed with conditional expectation and variance given by

h
—pt
(1.10)  E.(Xxpa1) = Hax ~ Z‘ b, B+ 1) pzﬂx(hu)w
p:

A
- Xxons1y-pF+ Xgas y+p
+ Y b, 5 ,
Pt
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and
(LI Var,(Xgpo 1)) =05,
where (A}, p=1.2, ..., h ure given by

e P, S -

by 1 SRy I U TSI 7 —“‘zl’p. B
b, ., . . Ph-t
(1.12) b, =2 pa-r | P2 o Pana Py d
b, Preg - 1 s Pa-y 4
K NZTEEERT TR Zo Ru sy B O I T

and

(1L13) g3 = LRGpit o dap 7
i+at+ .. +af

2. EXACT TESTS FOR LINFAR TREND AND SERIAL CORRELATION IN FIRST ORDER
MARKOV PROCESS

Comnsider
Q) Xo= g+ 8y,
where

(2.2) Ha=at-finn,

and the stationary process {2, of normal variates satisfies (1.3). (2.1) and (2.2)
constitute the model for lincar trend when the residuals {g,} are no longerindepend.
ent but form a stationary Gaussian Markov process of order one. Substituting
(2.2) in (1.4) we obtain for the conditional ¢expectation and variance of X, given
Xsx-, and X, the following:

2.3) E(Xax)=S+h K+p Xx. K=12,...m;

where
By =a(l=b),
ﬂj'—"'bﬁ‘;:.'?_.; “
|+p2

X = Nt Xonay

»
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and
(2.5 Vard(Xy) = 207

LEquations (2.3)-(2.5) constitute the usual regression model for independent
residuals with #, and i, corresponding to firting a lincar trend and fiy. which
vanishes if and only if p = 0, corresponding to fitting the fixed variate Xy,

Let us now consider the problent of testing tor trend 1 the origined model given
by (2.1) and (2.2). Let /i, denote the hypothesis that there is no lincar trend in the
model (2.1), i,

Q=0
Hy: p=0.

Let
Hoot 2=0

and

Hoy: P=0.

Then Hy = Ho, O Hoy . Lot Hgy denote the hypothesis that the stationary Gaussian
process {¢,} is a process of independent variates. In other words Hyy: p=0.
Using the symbol <> to denote “implics and is implied by™ it is clear from (2.4) that

=0 < ff =0,
(2.6) f=0<xf,=0,
p-:()c:-[_t'_.: .

since & £ 1. So, the hypothesis #y of “no lincar trend™ in the given modet (2.1) is
cquivalent to the hypothesis that f#, == 0 and 2, = 0 in the conditional model (2.3)
which is a classical regression model with independent residuals. Now, let #, be the
least squares estimate of fi, under the modet (2.3).

1t is known from normal regression theory that the joint distribution of 8,, f,.
and £, is trivariate normal with means fi,. #,. and f, and the covariance matrix
X = 03 (c;)) where af is given in (1.7) and (c;)) denotes the inverse of the matrix of
the coeflicients of normal equations used in estimating f£,. ff,, and fi,. Now. let
Hy: B,=0fori=1.2 3and lct S; be the sum of squares due to deviations from
regression (2.6). In addition, let

Fo= =30 o2,
¢Sk

When Hy is true, fii/c(, 08 and Bifcs,a) are join:ly distributed as a bivaviate chi-
. . . . N an ) 3 -
square distribution with 1 degree of freedom. Also, $7fad is another chi-square
variate with (m—3) degrees of freedom distributed independently of f#7 and f3.

et 1t b e - —
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When H, is true, we know from [4,5) that the joint distribution of F, and F,
(holding Xyox—, and X,y fixed) is given by

DT o L s N L LA
de 1s 2! 31}”'(",_5)/2

@n

. {’ (I’r:-)"
0 sy 2 L gy R 1) ,
NP EEDIM -3 = pi ) F b F ) o 420
where gy = cf(cy 2208 - Here we note that py, depends upon K and the fixed
variates Vyoeo g and Xy xpq only. The rule for the testing My, Hy,. and Hy
simultancously is described below.,
Accept or reject My (7 = 1. 2) according as Fy € Fy where F, is chosen such that

(28) PIF<F,; i=1L2H)=(-9).

The total hypothesis H,, is accepted if and only if Hyy and Hy, are accepted, The
critical values 2, can be obtained by using the tables of the bivariate £ distribution

with (1, ») degrees of frecdom. The simultaneous confidence intervals associnted
with the above test are given by
(2.9) P{Iﬂ:"ﬂnlsVF.CuSi-/(m-3) s i=1,2}=(1=a)

where F, is given by (2.8). The above simultancous confidence intervals based upon
the distribution of (2.7) arc valid since our test procedure is associated with the
conditional model (2.3). They can be derived by using the fact that

PLFISF,; i= 1 04) = PIF,<F: i=121,)

where

r= (ﬂ;’"ﬂa)z(m-J)_ , A f#0and A = “jl A

———
cu S

If we are interested in testing gy, Ho,, and Hgy simultancously, the procedure is
10 accept or reject Hy, (7= 1,2, D according as F; § F, where F, ischosen such that

h
(2100 PLF,<Fyi= 12310 Hyd = (1),
=1

3
The total hypothesis )} Ha,, that is, the hypothesis of no trend and no sefial
1is 1

correlation, is accepted if and only if the individuat hypotheses Hy,. Hyy, and N,
are accepted. The joint distribution of F,, F,, and Fy, when (Y1, is true, is the
trivariate ceatral F distribution with (1, m—3) degrees of trecdom. For a detailed
discussion of the multivariate /' distribution, the reader is referred to {6,7). Krish-

W
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naiah and Major Armitage are constructing tables for the percentage points of the
multivarizte / distribution with (1, #) degrees of freedom. The simultancous
confidence bounds nssociated with this test are given by

; e
QI PR =Bl V ey St m=3) 1 i=1,2,3] = (1=4)

where F is chosen satisfying (2.10).

3. SIMULTANEOUS TESTS I 471 ORDER MARKOV PROCIESS
Consider the model
. Xy= ppb6y
where
(3.2) a=adf,,

and the stationary process {g,} of normal variates satisfies the conditions of
Lemma 2. Now, substituting (3.2) in (1.10). we obtain the following expressions for
the conditional expectation and variance of Xge 1y BIVEn Xxenv i e Xaghvny o p
(=12, ...0).

ht2
(3.3 E(Xxnan) = B +f2 K + }:‘ Be Xy s
p=3

(3.4) Var (X g1 1)) =60,
where

‘.' . "M'Ml)-p"'-‘mhunp
Apk = 3 .

»
”l = q(‘ - Z hp)§

ret

N
AR2~h+1) S B,
p=1

i

B

(3.5) Y h=b

/fhfl = bh »

and the s and o} are given by (1.12) and (1.13) respectively,

Now, let
]l(": ,;‘5'30. i==1, 2, “eey 1'4‘2-
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Also, let

w (MR BE e D)

¢ Sa

where # is the Teast square estimate of fi, in the madel {3.3) # is the size of the
sample. 7 is the suin of squnres due to davietion from the regression (2,3), and
((‘,—1)2(11- My (F-2) 15 the inveese of the matria of the cocilicients of normai
eguntions used in estimating #'s. From classieal regression theory, it is known that

-1

((U).i‘ )—')

k-l -

where Y= (1, K, X 0 Xpaqe) and Yy ds the transpose of Yy,

We shall now consider the problem of testing My, aind Hy; simultuneously.
The hypothesis Hy; (= 1, 2) is accepted or rejected awcording as £, § 7, where
#, is chosen such that

?
3.6) PIFsE: 1= 21N Hyl= (1~

=1
Here we note that Hy, and 11y, ure respectively &.quivuluu to the hypotheses x =0
and /i m 0. When ()., Hgis true, fireg ol and Biie, 08 are jointly distributed as
u bivariate chissquare distribution with 1 degree of freedom. Also, 8 is another
chi-square variate with &n — h ~2) degrees of Freedom distributed independently of

1 » v . . . . Al
P2 and 3. When Hy, () Hy, is true, we know from {4,5) that the joiut distribution
of Fy and F; (holding Xy i gy pt0d Xy gy fixed forp = 1,2, .. I is given by
. i (""“h"";‘!)h'”h_“,-(l"[’ )(m A1)
f:("h":)"""’" P 5
RN)) "’7! {(m-—h--1)2
(m-—-h) .
« o)t [ — [ FYY
Y .. N R
o m-
G i)i("'“ =21~ pi)a F 4 F J---—- +2
where s 2 02 f(eye3y)) Here py y depends upon K and the fixed variates Xy 0y '
and Xeosy-pe P= 1200004 The simultancons confidence intervaly assocted
with the above test ase o

C gl
ads St .

: I .
(3.8) I’[m.-v-/m < |/ i i - |.2J o (1o-) :

where F, is chosen satistying (3.6).
The procedure for teating Fyy., ... Iy 50 » simultancously is as follows: Aceept
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orreject My b= 1, 2000 b 2o according aa £, 5 F where £, is chosen such that

he?
(39 PIFSFai=12.. b2 N H.,,]ﬁ(l*a).

i=1
When{} Hy, is true, the joint distiibation of ..., #,, ;5 15 a central (74 2) variate
F distribution with (1 m=£f~2) deprees of freedom. So, the critical values 7, can
be ebtamed from [7) The simaltancous condideice intervilds asseoted with the
above test are

; / R L
R0 2 " FoeaSpiim-h-2)0 Fw 820 . a2 ={l =)

whgre £, is chosen satistving (3.9). Here we note that the hypothesis p, =... =
s =0is cquivalent to the hiypothesis )i Hy, .

If one is interested in testing just the hypotheses, N7 How Hose oo Honr:
simultaneously, the critical vatue F, should be chosen such that

A+
P[F,( Fyilm= 3. e ]""2[ n ’1.’),] 9—'(1 -=a).
(=1

4. GENERAL RUMARKS

Under maodel {2.1), one can nse the more usual Fstatistic with (2, 1= 3) degrecs
of frecdom to test Fy; and H,, (defined in Scotion 2) simultancousky. The #
statistic in this case (using the notation of Section 2) is

- . . l;('!! Ca .\- ! 4’0‘?.\\

Bat using the methods in {4.5) itis seen that the lengths of the coantidence intervals
associated with the simultancous test procedure propoesed in Section 2 are shorter
than the lenpths of the corresponding eonfidence intervals associanted with the over-
alt #test procedure. Similar femacks can be woude for testing Hoy o Hay. and H,,
simultaneously under the model (2.4 and for testing various hypotheses simulianc-
ously under the model (3.1). The authors are not aware of any other alternative test
procedures for testing vidious hypothees simultancously under the models (2.1)
and (L1). The optimum peoperties of the powes Tunctions of the simultancoys test
procedures considered in this paper are under investigation,

Sometimes the experimenter may be interested in tosting individual hypotheses
separately. For the first order Markov process. the test procedure in this case is to
accept or reject I, for auy given i, according as 2y $ £ where F, and H are defined
in Scction 2 and £ is chosen such that

PIF<FHH]) = (1),
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The associated confidence bound is given by N

POB=BI< YV F? cuSZm—31 = (1)

Here we note that £? is the upper a per cent value of the cenral ¥ distribution with e
(1, m—3) degrees of freedom. Similar test procedures can be proposed for the
hth order Markov process.

Aerospace Research Laboratories, Wright-Parterson AFB, Chio and the
Douglas Aircraft Company, California
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